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Abstract

Imaging systems consist of cameras to encode visual in-
formation about the world and perception models to in-
terpret this encoding. Cameras contain (1) illumination
sources, (2) optical elements, and (3) sensors, while per-
ception models use (4) algorithms. Directly searching over
all combinations of these four building blocks to design an
imaging system is challenging due to the size of the search
space. Moreover, cameras and perception models are often
designed independently, leading to sub-optimal task per-
formance. In this paper, we formulate these four build-
ing blocks of imaging systems as a context-free grammar
(CFG), which can be automatically searched over with a
learned camera designer to jointly optimize the imaging
system with task-specific perception models. By transform-
ing the CFG to a state-action space, we then show how
the camera designer can be implemented with reinforce-
ment learning to intelligently search over the combinato-
rial space of possible imaging system configurations. We
demonstrate our approach on two tasks, depth estimation
and camera rig design for autonomous vehicles, showing
that our method yields rigs that outperform industry-wide
standards. We believe that our proposed approach is an
important step towards automating imaging system design.
Our project page is https://tzofi.github.io/diser.

1. Introduction
Cameras are ubiquitous across industries. In au-

tonomous vehicles, camera rigs provide information on the
ego-vehicle’s surroundings so it can navigate; in biology,
microscopy allows new viruses to be studied and vaccines
to be developed; and in AR/VR systems, advanced headsets
provide immersive reconstructions of the user’s surround-
ings. In each of these applications, camera configurations
must be carefully designed to capture relevant information
for downstream tasks, often done with perception models
(PMs). PMs are typically implemented as neural networks
and use the output of cameras to predict information such as
where other vehicles are on the road, what type of molecule
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Figure 1: Overview: The camera designer selects imaging hard-
ware candidates, which are used to capture observations in sim-
ulation. The perception model is then updated and computes the
reward for the camera designer using the captured observations. In
our paper, we implement the camera designer with reinforcement
learning and the perception model with a neural network.

is present in a biological sample, or where the user is located
within a virtual environment. Yet, despite their interdepen-
dence, cameras and PMs are often designed independently.

Designing camera systems is non-trivial due to the vast
number of engineering decisions to be made. For example,
consider designing a camera rig on an autonomous vehicle.
Suppose the ego-vehicle is limited to up to 5 lidar sensors,
5 radars, and 5 RGB sensors, with 1,000 possible spatio-
temporal resolutions. If there are 1,000 discrete candidate
camera positions on the ego-vehicle, the search space ex-
pands to 108 different configurations. In practice, the search
space can become many orders larger with more possibili-
ties for each imaging system building block. Furthermore,
because the search space is non-differentiable, there exists a
need to develop efficient methods to effectively traverse the
search space for an optimal imaging configuration.

In our paper, we propose using reinforcement learning
(RL) to automate search over imaging systems. We first
define a language for imaging system design using context-
free grammar (CFG), which allows imaging systems to be
represented as strings. The CFG serves as a search space for
which search algorithms can then be used to automate imag-
ing system design. We refer to such an algorithm as a cam-
era designer (CD) and implement it with RL. RL allows us
to search over imaging systems without relying on differen-
tiable simulators and can scale to the combinatorially large
search space of the CFG. Inspired by how animal eyes and
brains are tightly integrated [28], our approach jointly trains
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Figure 2: Approach: Our approach allows a camera configuration and perception model (PM) to be co-designed for task-specific imaging
applications. At every step of the optimization, the camera designer (CD), implemented with reinforcement learning, proposes candidate
camera configurations (1-2), which are used to capture observations and labels in a simulated environment (3-4). The observations and
labels are added to the perception buffer (5) and used to compute the loss and reward, while the N most recent observations in the perception
buffer are used to train the PM. The reward is propagated to the CD agent which proposes additional changes to the candidate camera
configuration. After the episode terminates, the CD agent is trained using proximal policy optimization (PPO) [39] until convergence.

the CD and PM, using the accuracy of the PM to inform how
the CD is updated in training (Fig. 1). Because searching
over the entire CFG is infeasible with available simulators,
we take the first step of validating that RL can be used to
search over subsets of the CFG, including number of cam-
eras, pose, field of view (FoV), and light intensity. First, we
apply our method to depth estimation, demonstrating the vi-
ability of jointly learning imaging and perception. Next, we
tackle the practical problem of designing a camera rig for
AVs and show that our approach can create rigs that lead to
higher perception accuracy than industry-standard rig de-
signs. While AV camera rigs are one of many potential ap-
plications of our method, to the best of our knowledge, we
are among the first to propose a way to optimize AV camera
rigs. Our paper makes the following contributions:

• Imaging CFG: We introduce a context-free grammar
(CFG) for imaging system design, which enumerates
possible combinations of illumination, optics, sensors,
and algorithms. The CFG can be used as a search space
and theoretical framework for imaging system design.

• Co-Design: We demonstrate how task-specific cam-
era configurations can be co-designed with the percep-
tion model by transforming the CFG into a state-action
space and using reinforcement learning (Fig. 2). Our
approach can converge despite the reward function be-
ing jointly trained with the policy and value functions.

• Experimental Validation: We demonstrate our
method for co-design by applying it to (1) the task of
depth estimation using stereo cues, and (2) optimizing
camera rigs for autonomous vehicle perception, show-
ing in both cases that camera configuration and percep-
tion model can be learned together.

2. Related Work
2.1. Joint Optimization of Optics & Algorithms

Our work is most closely related to end-to-end optimiza-
tion of cameras, which is an area of research focused on
jointly optimizing components of cameras together with
an algorithm, typically a neural network. Instead of re-
lying on heuristics, the goal of end-to-end optimization is
to produce images that optimize the pertinent information
required for the task. Existing work primarily focuses on
optimizing the parameters of the optical element, sensor,
and image signal processor of a single camera. Applica-
tions of end-to-end optimization include extended depth of
field and superresolution imaging [41], high dynamic range
(HDR) imaging [34, 42], demosaicking [9], depth estima-
tion [2, 11, 22, 23], classification [10] and object detection
[12, 36, 37]. Tseng et al. [43] employ gradient descent on a
non-differentiable simulator by training a proxy neural net-
work, whereas we directly operate on the non-differentiable
simulator with RL. For a more comprehensive review of
end-to-end optimization, we refer readers to [26]. In con-
trast to end-to-end optimization methods, we focus on op-
timizing over the much larger space of possible imaging
system designs, rather than the parameters of an individ-
ual camera. Our search space contains varying illumination
sources, optics, sensors, and algorithms, each with many
parameters. Rather than using stochastic gradient descent
for optimization, we use reinforcement learning, allowing
our approach to be used with non-differentiable simulators.

2.2. Reinforcement Learning

Deep reinforcement learning (RL) has become widely
used in recent years as a way to do sequential decision mak-



ing for a wide array of problems, such as protein folding
[24], learning faster matrix multiplication [17], and auto-
mated machine learning [3]. Many RL techniques focus on
the exploration-exploitation trade-off, where an agent must
learn to balance exploring new states with exploiting pre-
viously visited states that lead to high reward. RL is also
used for many combinatorial optimization problems [33].
In our work, we take inspiration from automated chip place-
ment [35], which, like our approach, is formulated to allow
an RL agent to place a new component at every step and
select the placement of that component. Like many other
problems RL has been applied to, imaging contains a high
dimensional search space. In our work, we use proximal
policy optimization (PPO) [39], which has been used for
combinatorial search in past work [45].

Context-free grammars (CFGs) have been used to design
machine learning (ML) pipelines, which are combinations
of data-flows, ML operators, and optimizers [15][32][25].
Typically, ML pipeline design is done via a search over
strings in the CFG using tree search algorithms, such as
Monte Carlo tree search or upper confidence trees [27]
[44]. CFGs have also been adopted for robot design [46],
molecule generation [20], and material design [19]. We use
CFG to functionally represent imaging systems as combi-
nations of illumination, sensors, optics and algorithms such
that the output string describes a camera configuration and
perception model that can be used to solve a desired task.

3. Automated Imaging System Design

3.1. Language for Imaging

We define the configuration space of imaging systems
using context-free grammar (CFG) as it allows for a flex-
ible configuration space that can be searched. A typical
context-free grammar, G, is represented as a tuple, G =
(V,Σ, P,R), where V corresponds to non-terminal sym-
bols in the grammar, Σ corresponds to terminal symbols,
P corresponds to the production rules, and R is the start
symbol. The goal of our proposed CFG is to allow the con-
struction of strings to represent arbitrarily complex imag-
ing systems, which usually consist of illumination sources,
optical elements, sensors to convert light into digital sig-
nals, and algorithms that decode the scene. For example,
consider the task of depth estimation that can be done in
numerous ways. One solution is depth from stereo, which
involves placing two cameras, c1, c2, in the scene at points,
p1, p2, with some baseline. Each camera has an optical el-
ement, o1 = (f,d), with a focal length, f , and aperture, d,
and a sensor, s1 = ((h,w),t), with spatial and temporal res-
olutions, (h,w) and t, respectively. Thus the cameras can be
expressed as c1 = (o1, s1) and c2 = (o2, s2). An algorithm
can decode the outputs of the two cameras to produce depth,
and can be implemented with correspondence-matching [6],

R → XSXA (1)
X → IX|OSX|A2X|ϵ (2)
O → OO|ϵ (3)
A1 → A1A1|A1 (4)
A2 → A2OS|A2I|A2S|ϵ (5)
S := {spshwstsλsq}p∈R6,h,w,t,q∈Z (6)
O := {ofod}f∈R,D∈Z (7)
I := {ipii}p∈R6,i∈Z (8)

A1 := {ann, afourier, ...} (9)
A2 := {autofocus, ...} (10)

Figure 3: Context-free grammar (CFG) for imaging: Produc-
tion rules (1-5) and alphabets (6-10) for our proposed CFG for
designing imaging systems. R is the starting symbol from which
a design starts. All imaging systems must have at least one sensor,
S, and one algorithm, A. The grammar allows arbitrary physi-
cally plausible combinations of illumination (I) optics (O), sen-
sors (S), and algorithms (A), each defined in their respective al-
phabet above. A1 refers to algorithms that process the output of
hardware, while A2 refers to algorithms that control hardware.

(ast), or deep stereo [31], (ads). The full system can be de-
scribed as a string, s1 = “c1c2ast” or s2 = “c1c2ads”.
Another way to estimate depth is with active illumination
or time-of-flight (ToF) imaging. We can represent lidar as
an algorithm, acontrol, that illuminates the scene at the same
point with a laser, l1, and ToF sensor, sToF . We can de-
scribe this system as slidar = acontroll1sToFaToF . These ex-
amples illustrate how CFG can represent imaging systems
with different illumination, optics, sensors, and algorithms
as strings. The goal of the proposed CFG is not to describe
how the individual components of an imaging system are
made, e.g. their electronics, but rather to describe the func-
tion of each component. Next, we define the grammar’s
alphabet and production rules.
Grammar. Our proposed CFG can be stated as
G = (V,Σ, P,R). We define the variables as V =
{X,O,A1,A2}, each defined in the following sections,
and the terminals, Σ, which we refer to as alphabets, as
Σ = {I,O,S,A1,A2}, where {I} is illumination, {O}
is optics, {S} is sensors, and {A1} and {A2} are algo-
rithms. Each alphabet contains possible components and
parameters, defined in lower case, e.g. ann. Each compo-
nent within an alphabet is parameterized by its functionality,
e.g. focal length, rather than an off-the-shelf component.
We describe each alphabet below and in Fig. 3.
Illumination. The illumination alphabet, I, functionally
represents different types of possible illuminations. In
imaging, illumination can be represented with many param-
eters, such as duration (d), intensity (i), color, wavelength
(λ), polarization η, pose (position & orientation), (p) and
modulation in space and time [5]. In the scope of this work,



we consider pose and intensity. These can later be extended
to other forms of illumination.
Optics. We define the optics alphabet, O, to capture the
most important (but not exhaustive) optical properties in an
imaging system: focal length (f) and aperture (D). The op-
tics alphabet can be extended to include more complex tech-
niques such as phase masks or diffractive optical elements
(DOE). The non-terminal O indicates that optical elements
can be stacked to create a multi-lens system.
Sensors. The sensor alphabet, {S}, functionally describes
different types of sensors, such as RGB and SPAD. We pa-
rameterize a sensor by its pose sp, spatial (or angular) res-
olution shw, temporal resolution st, bit quantization sq and
wavelength sλ. For example, a SPAD sensor has higher
temporal resolution (picosecond scale) and generally lower
spatial resolution (on the order of 1,000 to 100,000 pixels),
while a typical RGB sensor (CMOS) has a higher spatial
resolution (hundreds of megapixels), but a lower temporal
resolution (30 fps). Similarly, quantization (for example)
can be varied between 1, 8 or 12 bits. The pose is the posi-
tion (x,y,z) and the orientation (pitch, yaw, and roll) of the
sensor in 3D space, sp ∈ R6.
Algorithms. Algorithms are needed to decode raw images
and control other alphabets. We denote the alphabet for al-
gorithms with two sets: {A1,A2}. A2 is the set of algo-
rithms that affect subsequent illumination, optics, and sen-
sors (e.g. autofocus, controlling where to shine illumina-
tion), whereas A1 are algorithms that decode the incoming
data from the sensors for a given task. These algorithms
include standard imaging operators, such as the Fourier
transform, backprojection, Radon transform, Gerchberg-
Saxton algorithm, photometric stereo, and more. Addi-
tionally, A1 includes neural networks, which can perform
detection, classification, etc. Due to the production rule,
A → A1A|A1, A1 can be repeated and stacked together.
For example, an algorithm can be designed that takes the
Fourier transform of the input data and feeds it through a
multilayer perceptron (MLP).
Production Rules. We define a set of production rules,
shown in Fig. 3, that can produce strings representing pos-
sible imaging system configurations. In our formulation,
every imaging system includes at least one sensor and algo-
rithm. The X accounts for imaging systems with different
illumination, optics and sensors. In all cases, the string must
end with at least one algorithm that outputs the desired task.
Additionally, each A2 also requires an illumination, optics
component, or sensor that it controls. The production rules
account for multiple sensors and illuminations that illumi-
nate and sense different parts of the scene.

3.2. Imaging Design with Reinforcement Learning

The proposed context-free grammar (CFG) defines ways
of combining illumination, optics, sensors, and algorithms

to form an imaging system. The goal of our work is to au-
tomate imaging system design by searching over the CFG.
Because the output of the cameras in the imaging system
must be well suited for a specific, downstream task, we co-
design them with the task-specific perception model (PM).
We next propose using a learned camera designer (CD) to
automatically search over the CFG. We implement the CD
with reinforcement learning (RL) because (1) the combina-
tion of continuous variables in our CFG causes an explosion
in the search space, which, as a result, makes search with
methods such as Monte Carlo tree search (MCTS) [7] or
alpha-beta search [38] intractable, and (2) many advanced
imaging simulators are not differentiable [18, 16, 21], and
thus gradient descent cannot be directly applied. Our prob-
lem is well suited for sequential decision making because
the task performance achieved with each choice of camera
configurations directly affects subsequent design choices.
Overview: Our approach is illustrated in Fig. 2. The in-
put is a task-specific loss and reward function. When opti-
mization starts, the imaging system contains no hardware.
At each step, the CD selects whether to add a component
into the system and the component’s parameters (Fig. 2a-
b). A simulator can then be used to collect observations
from the candidate camera configuration (Fig. 2c). These
observations are used by the perception model to compute
the reward and loss (Fig. 24-7). The reward is used to train
the CD and the loss is used to train the perception model.
This loop repeats until a camera configuration and percep-
tion model have been created that maximize task accuracy.
RL Formulation: We transform the CFG into a state-action
space which the RL agent, henceforth referred to as the
CD, can search over. We use proximal policy optimization
(PPO) to train the CD and model the RL problem with the
following states, actions, and rewards:

• states, S: the possible states of the world, which, in
our case, are the possible enumerations of illumina-
tion, optics, and sensors, and possible observations that
can be captured from each enumeration.

• actions, A: the actions an agent can take at any step,
which, our case, consist of choosing illumination, op-
tics, sensors, algorithms, and all parameters.

• reward, R: the reward for taking an action in a state,
which, in our case, is computed by passing observa-
tions from the candidate camera configuration into the
PM to compute accuracy for a target task.

Simulation & Environment: Unlike standard RL prob-
lems where the agent acts based on observations from
a fixed sensor, the observations provided to the CD can
change, meaning the CD has to learn how to act with vary-
ing input (e.g. varying numbers of images, sensor param-
eters, etc). The simulator should thus be able to render



Figure 4: Depth from Stereo Setup: The goal of this experiment
is to estimate the depth of a sphere using stereo cues. The cam-
era designer (CD) places up to C cameras within the green box.
Camera poses and images are input to the perception model (PM)
which outputs a predicted depth. We render environments that are
devoid of monocular cues to force (1) the CD to learn to obtain
multi-view cues and (2) the PM to learn to exploit these cues.

data from all potential imaging systems that can be derived
from the CFG. Because simulators that encompass the en-
tire CFG are not available, we search over subsets of the
CFG to validate our method. While we use a simulator, a
dataset can also be used with offline RL approaches [29].

Perception Model: In our experiments, we set the algo-
rithm, A, to be a trainable neural network (NN). The NN’s
role is to produce a task prediction given arbitrary observa-
tions from candidate camera configurations. The NN must
be able to map a varying input (number of observations,
modality, etc.) to a fixed output. For example, the CD may
increase the number of sensors in the system beyond one,
leading to multiple observations. We propose using trans-
formers to mitigate this problem since they map a dynamic
number of observations to a fixed-size feature embedding
by converting inputs into sequences of patches [40]. To re-
duce noise in the gradients when jointly training the PM
with the CD, we propose a perception buffer (Fig. 2.5),
which stores the previous N observations from candidate
camera configurations, allowing the PM to be trained over
all data in the buffer at each step.

4. Experiments and Results
Overview: We apply our method to two problems, both of
which exercise a subset of our proposed CFG to validate
DISeR. First, we show how DISeR can jointly learn a cam-
era configuration and perception model to solve depth esti-
mation. Second, we apply DISeR to a practical engineering
problem of designing camera rigs for AVs. The same for-
mulation is used in both problems: at each step of optimiza-
tion, the CD chooses whether to add a camera to the imag-
ing system by predicting an action, p, in [0, 1], referred to

Figure 5: Joint Camera and Perception Design for Stereo
Depth. We train the CD and PM from scratch to estimate depth
of a sphere. (a) Our reward function consistently improves, even
though it constantly changes due to the PM concurrently training
with the CD. (b) The CD learns to maximize the baseline between
different cameras over the course of 1000 experiments when plac-
ing 3 cameras. (c) The loss decreases with more placed cameras
and larger distances between the cameras, which shows that the
PM learns to exploit multi-view cues.

as camera placement probability, along with camera param-
eters. When p is greater than a threshold of 0.5, a camera
is added with the predicted parameters. The camera param-
eters for each problem are shared in the sections below. In
both problems, we compare our approach against random
search, which we note is often very difficult to beat [4] [48].

4.1. Stereo Depth Estimation

4.1.1 Experimental Setup

Environment The goal of the first experiment is to es-
timate the depth of a sphere using stereo cues. The CD
is allowed to place a maximum of C cameras in the scene
(though it can also place fewer cameras). In theory, the CD
could place a single camera and learn monocular cues (e.g.
shading/lighting, texture, linear perspective). However, we
simulate an environment where monocular cues are unavail-
able, making monocular depth estimation ill-posed.

Our environment consists of a randomly placed white
sphere with a random radius, as shown in Fig. 4. We use
PyRedner [30] to render images. The sphere position and
radius are randomly sampled per episode from (r, x, z) =
{r ∈ [3,9], x ∈ [−10, 10], z ∈ [1, 60]}. The depth is the
z distance from the sphere to the average position of the
placed cameras. The scene is illuminated such that shading
cues and the position of the light source are absent as cues.
The only feedback that the PM and CD receive is a loss be-
tween the predicted and ground truth depth. The goal of
rendering such an environment is to determine whether the
CD can adapt to the context and realize that only a multi-



view system can estimate depth. In parallel, the PM learns
to exploit multi-view stereo cues. We show the supervised
results of this experiment for validation in the supplement.
Action Space: The action space for depth estimation is
(p, x, z, θ) = {p ∈ [0,1], x ∈ [−15, 15], z ∈ [69, 80], θ ∈
[−60◦, 60◦]}, where p is camera placement probability,
(x, z) is location (see Fig. 4) and θ is yaw. FoV is 45◦.
Experiment Details: We use a modified version of the vi-
sion transformer (ViT) architecture [13] [1] that accepts an
arbitrary number of images of fixed resolution and their cor-
responding camera parameters as input, and outputs a scalar
depth. The spatial resolution is fixed to (128, 128). The
maximum number of cameras the CD can place is set to
C = 5. The CD’s PPO backbone and the perception model
share the same network architecture and are initialized ran-
domly. The reward is computed before updating the percep-
tion model and is re-scaled to [−1, 1]. Additional informa-
tion about the training is provided in the supplement.

4.1.2 Results and Discussion

We evaluate the joint training (Fig. 5a), the learned policy
(Fig. 5b), and the perception model (Fig. 5c) in isolation.
Fig. 5a illustrates how our system maximizes reward when
co-designing the PM with the camera design. The reward
function is dictated by the output of the PM, but the PM is
concurrently training with the camera design, which results
in inconsistent rewards during training for the same states.
In spite of this fact, our model is able to consistently in-
crease the reward, even at the beginning of training when
the PM is untrained and with random initialization. Our re-
sults show that the CD and PM are able to learn intuitions
that hold true in conventional multi-view stereo.

Strategy #1 – Maximize Coverage: When given the op-
tion to place up to 5 cameras, the CD places 1 camera 7.6%
of the time and 2, 3, 4, and 5 cameras 27.7%, 36.6%, 22.7%,
5.4% times, respectively. Fig. 5b shows the heatmaps of
where the CD decides to place each camera, specifically
when the CD chose to place exactly three cameras. The
heatmaps denote the number of times the CD placed the
camera at a particular location over the course of 7000 ex-
periments, where each experiment denotes the placement of
a new random size sphere at a random location. From the
heatmaps, we see that the CD strategically placed the cam-
eras at locations that maximize the baselines between differ-
ent cameras. Camera 1 was predominantly placed in the left
side of the allowed region, camera 2 at the center bottom,
and camera 3 at the right. From these results, we see that
the CD optimizes to place more cameras spaced far apart.
However, placing more cameras doesn’t necessarily mean
that the CD is obtaining multiple views of the object (e.g.
some cameras may be pointed in the opposite direction of

the object). Therefore, we account for this case by defining
the metric of coverage, which defines the number of cam-
eras that have at least one pixel viewing the object. The CD
policy learns a configuration which maximizes coverage of
the allowed region. We find that performance improves as
coverage increases from 0 to 3, with the L1 loss being 14.0,
9.2, 7.2, and 5.7 as the coverage increases. Coverage is dis-
cussed in detail in the supplementary.
Strategy #2 – Multi-View Cues and Maximal Baseline:
Fig. 5c shows that the PM learns to exploit stereo cues when
presented with multiple images. The experiment shown
here compares the PM performance on a one-camera, two-
camera, and three-camera system when estimating the depth
of a sphere (averaged over 1000 different spheres of varying
size and depth). All three systems have a camera that can be
moved along the x axis, the two- and three-camera system
have a fixed camera at x = −15, and the three-camera sys-
tem has an additional fixed camera at x = 0. The blue curve
illustrates the L1 loss between the ground truth and one-
camera system predictions. The red and green curves illus-
trate the performance of the two-camera and three-camera
system respectively. The three-camera system performs
slightly better than the two-camera system, and both per-
form significantly better than the one-camera system. The
multi-view systems also see a decrease in loss (and vari-
ance) as the baseline between the cameras increases (i.e.
as the movable camera moves along the +x axis). These
curves indicate that the PM has learned similar wisdom to
that of conventional stereo – multiple views with a large
baseline enable better depth estimation [5]. While gradient
descent could also be used to learn to maximize baseline
given a differentiable simulator, we use RL, which can be
used with non-differentiable simulators to search over both
number of cameras and their baseline.
Searching Illumination: We also repeated the above ex-
periment with an expanded action space that includes angle
and intensity of a single spot light at a fixed position. To es-
timate the depth of the sphere, the CD must learn to sweep
the light over the scene with a sufficiently high intensity
until the sphere is illuminated. At each step, angle and in-
tensity can be changed within the bounds of [−60◦, 60◦]
and [0, 1], respectively, where 0 leaves the scene dark and
1 illuminates it. We found that the CD learns to increase
the intensity so the sphere can be illuminated and change
the angle such that the number of illuminated pixels on the
sphere consistently increases over the episode.

4.2. Camera Rigs for Autonomous Vehicles

Next, we describe how our method can be used to op-
timize an AV camera rig for the perception task of bird’s
eye view (BEV) segmentation by jointly training the CD
and PM. We validate our approach with three sets of ex-
periments, described in the Experiment Details section be-



Figure 6: Autonomous Vehicle (AV) Camera Rig Task & Results: We demonstrate that our approach can be used to create AV camera
rigs that are optimized for BEV segmentation. (Left) Our search space is shown – in expt. a, we optimize the height, pitch, and FoV of a
single camera rig, while in expt. b and c, we optimize # cameras, x, y, z, pitch, yaw, and FoV. Results for each experiment are shown and
we compare the optimized camera rig to the camera rig used in nuScenes [8]. In expt. c, the camera designer learns to place fewer cameras
in only the direction where cars are placed. We also show the BEV segmentation predictions of our jointly trained perception model.

Figure 7: Results for AV Camera Rig Co-Design: Shown are the
reward curves for the CD optimizing camera rigs for BEV segmen-
tation. Reward is intersection over union (IoU). To demonstrate
the effectiveness of co-designing the camera configuration with
the perception model (PM), we show results when the PM is pre-
trained and frozen (blue) vs. pre-trained and fine-tuned (green).
Compared to random search (red), where actions are uniformly
sampled from a random distribution at each step, our approach
significantly outperforms, and discovers camera rigs that increase
BEV segmentation IoU.

low. We find that the rigs created with our approach lead
to higher BEV segmentation accuracy in our environment
compared to the industry-standard nuScenes [8] rig. Our
camera rig search space and results are visualized in Fig. 6.

4.2.1 Experimental Setup

Environment: We use the CARLA Simulator [14] to ren-
der observations from candidate camera rigs selected by the
CD during training. For every camera on the candidate rig,
the environment returns images, extrinsics, intrinsics, and
3D bounding box labels of vehicles in the scene. The 3D
bounding boxes are used to compute the reward (for train-
ing the CD) and loss (for fine-tuning the PM). We use the
same CARLA environment to create 25,000 samples ren-
dered from randomly generated camera rigs to pre-train the

IoU (Expt. a) IoU (Expt. b)
Random Rig 0.254 0.084
nuScenes Rig 0.267 0.355
Our Rig 0.341 0.427

Table 1: We compare the BEV segmentation IoU for models
trained and tested with a random rig, nuScenes rig, and our ap-
proach’s rig. CARLA train and test scenes are the same for each.
Our rig achieves higher performance than industry standards.

PM for the task of BEV segmentation.
Action Space: The action space for AV camera rig de-
sign is (p,x,y,z,θ,β,λ) = {p ∈ [0,1], x ∈ ηx, y ∈
ηy, z ∈ [zmax, zmax + 0.5m], θ ∈ [−180◦, 180◦), β ∈
[−20◦, 20◦], λ ∈ [50◦, 120◦]}, where p is the camera place-
ment probability, (x,y,z) is location, θ is yaw, β is pitch,
and λ is FoV. ηx and ηy are the extents of the ego-vehicle
in x and y, respectively, and zmax is the height of the ego-
vehicle, meaning cameras can be placed anywhere within
0.5 meters (m) above the ego-vehicle. This action space
conforms with rooftop rigs used in industry and the size and
height of the roof match the Renault Zoe from nuScenes.
Experiment Details: We use a recent BEV segmentation
model, Cross View Transformers (CVT) [47], as the PM. It
is first pre-trained on a dataset containing randomly placed
cameras to allow it to more easily generalize to all candi-
date camera rigs that the CD may select. We then use the
pre-trained CVT model to initialize the PM and CD’s PPO
backbone. Finally, we train the CD to optimize camera rigs.
The PM uses the observations from each candidate rig and
3D bounding box labels to compute a reward (IoU) and loss
(binary segmentation loss). The reward is used to update the
candidate camera configuration, while the loss is used to up-
date the PM. We conduct three sets of experiments, one with
a single camera rig (expt. a), one with a multi-camera rig



(expt. b), and one with a custom scenario and penalty for
placing many cameras (expt. c). Each experiment is con-
ducted with a frozen and a jointly trained PM. Fig. 7 shows
that joint training leads to higher rewards (IoU).

• Expt. a: The CD exercises a limited action space, in-
cluding only (p,z,β,λ) for a single camera on the front
of the ego-vehicle. We use the same formulation as
described above, but, at each step, if the CD places a
camera, the previous camera is replaced, rather than
the new one being added on the rig. After six steps,
the episode terminates.

• Expt. b: The CD exercises the full action space, in-
cluding (p,x,y,z,θ,β,λ). Cameras are placed within a
bounding box on top of the ego-vehicle, as shown in
Fig. 6. For comparison with the nuScenes rig, which
has six cameras, we set the episode length to six, so at
most six cameras can be placed.

• Expt. c: This experiment includes two modifications
to Expt. b. First, a penalty is enforced each time a
camera is added to the rig to disincentivize the CD
from placing unnecessary cameras. Second, the dis-
tribution of vehicles during training is changed to only
be in front of the ego-vehicle to demonstrate that the
CD can customize its rig design to specific scenarios.

We collect data on a Tesla Model 3 (TM3) since Re-
nault Zoe (RZ) is not available in CARLA (placing cameras
within the bounds of the RZ roof). Since TM3 is slightly
smaller than RZ, this does not significantly affect what the
cameras see. Our approach is flexible and the action space
can be changed or other constraints added per requirements.
Evaluation Protocol: After training, we use the following
protocol to evaluate the quality of the CD-optimized camera
rigs. First, we test the CD over 100 episodes, saving the
candidate camera rig and sum of rewards at the end of each
episode. We then select the top 20 rigs based on their sum
of rewards. We fix these rigs and evaluate them over more
episodes (20), again recording their sum of rewards. We
sort the top twenty rigs by their sum of rewards and select
the rig with the top reward, which we call the selected rig.

We test the efficacy of the selected rig by comparing its
BEV performance to that of the nuScenes [8] rig. To com-
pare BEV performance, we collect 25,000 training images
and 5,000 test images in CARLA using both our selected
rig and the nuScenes rig. We do this by deploying both rigs
on a Tesla Model 3. Next, we train one BEV segmenta-
tion model for each rig, using the collected training data.
Finally, we test both BEV segmentation models on the cor-
responding test dataset captured from that rig. By collecting
train and test data in the exact same CARLA scenes, we en-
sure a fair comparison. The test IoU then serves as a final
measure of the selected rig’s utility for BEV segmentation.

4.2.2 Results and Discussion

As shown in Fig. 7, the CD significantly outperforms ran-
dom search, and we observe that the rewards consistently
increase over time across experiments. While using the pre-
trained, frozen PM allows the CD to create camera config-
urations that increase BEV segmentation accuracy, jointly
training the PM and CD together yields the best results.
We note that the pre-trained CVT model (before RL) has
9% and 11% IoU for expts a and b, respectively, due to the
challenging nature of fitting across many rigs. This IoU is
improved during joint training. Using the above evaluation
protocol for our CD, we find rigs created with the CD, for
both experiments a and b, outperform the nuScenes rig on
the task of BEV segmentation in our CARLA environment,
as shown in Table 1. The top rigs for each experiment, ex-
ample images from our rig vs. nuScenes, and a PM predic-
tion are shown in Fig. 6. In expt. b, the CD can place up to
the number of cameras in nuScenes (six). We find that the
created rigs conform with AV conventions in several ways,
such as distributing views around the ego-vehicle and us-
ing varying FoVs. While AV rigs, such as nuScenes, are
well-engineered, our method suggests it may be possible to
further improve them for specific tasks and environments.

In expt. b, the CD learns to place the maximum num-
ber of cameras (six) on the rig since there is no penalty for
placing additional cameras. However, in many cases, AV
companies may want to reduce rig cost and inference time
by using fewer cameras. Different camera rigs may also be
better suited to different AV scenarios. We test whether the
CD can take both of these considerations into account in
expt. c by only placing cars in front of the ego-vehicle and
enforcing a penalty to the reward each time an additional
camera is added to the rig. As a result, we find that the CD
places fewer cameras and places them facing forward, as
shown in Fig. 7. This result demonstrates that our approach
can be used to build resource limited imaging systems that
are well suited for specific test scenarios.

Strategy #1 - Camera Placement: Across experiments, we
observe that the CD consistently learned two behaviors that
lead to increased performance: (1) maximize camera height
to 0.5 m above the ego-vehicle, and (2) reduce camera pitch
to −20◦. Maximizing camera height reduces the number
of occlusions, thus leading to more ground truth pixels, and
potentially incentivizing this behavior. However, we note
the average number of 3D bounding box labels across both
test sets is the same, suggesting occlusions do not incen-
tivize higher camera placement and BEV segmentation per-
formance is naturally improved with higher camera posi-
tions. The negative pitch could mean the CD has learned
to prioritize detecting nearby cars, perhaps because the per-
ception model has higher confidence of those predictions.
We also observe that all vehicles in the scene are still visi-



ble with a −20◦ pitch, and only the sky is cropped, thus the
CD reduces the number of uninformative pixels, while max-
imizing the number of pixels on the road. Finally, we find
that two front-facing cameras are placed at the rear of the
vehicle in expt. b. We ablate this placement by re-training
the PM with both cameras moved to the front. IoU is 5%
better when the cameras are in the back, perhaps since, by
placing the front-facing cameras at the back, both the front
and sides of the ego-vehicle are visible in captured images.
Strategy #2 - FoV vs Object Resolution: In expt. a, we
found the FoV was always maximized by the CD, which
makes sense because it allows the CD to obtain higher re-
ward when more vehicles in the scene are visible. In expt.
b, the FoV of the target rig varies between 85◦ and 120◦,
suggesting when all of the scene is visible (as is the case in
expt. b due to the CD learning to distribute the camera yaws
in all directions), FoV is less important or that the CD may
have learned a tradeoff between FoV and object resolution.
Limitations: We demonstrate the CD on a limited number
of scenarios within CARLA and focus only on the task of
BEV segmentation of vehicles. In the future, our approach
can be applied to more scenarios, tasks, and object classes.
In addition, our experiments are done in simulation only.
That said, our method has a direct path to real-world use. It
can be used by AV companies to design rigs using their own
simulator and requirements; those rigs can then be deployed
on test cars to collect data. As AV simulators improve, we
expect any gap in rig utility in sim vs real to fall.

5. Conclusion
Our paper proposes a novel method to co-design cam-

era configurations with perception models (PMs) for task-
specific applications. We define a context-free grammar
(CFG) that serves as a search space and theoretical frame-
work for imaging system design. We then propose a camera
designer (CD) that uses reinforcement learning to co-learn
a camera configuration and PM for the proposed task by
transforming the CFG into a state-action space. The PM
is jointly trained with the CD and predicts the task output,
which is used to compute the PM loss and reward for the
CD to propose better candidate camera configurations. We
demonstrate our method for co-design by applying it to (1)
depth estimation using stereo cues, and (2) optimizing cam-
era rigs for autonomous vehicle perception. We show in
both cases that CD and PM can be learned together. Our
co-design framework shows that camera configurations and
perception models are closely linked and task-specific opti-
mal designs that outperform human designs can be searched
for computationally.
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